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ComputerLab Innovations:
Improving Learning Infrastructure and the Student Experience

Abstract:
The Faculty of EAIT at UQ faces many problems providing flexible, highly available computer labs: 
computers are often the objects of study rather than merely support tools, large collections of specialist 
software with very restrictive licensing, and supporting BYOD users.

Over the past 15 years, we have developed an innovative set of tools, such Pervadeand the UQ Lab Status 
Monitor (UQLSM) to help deploy and manage lab computers, and Hypervadeand Hadoopto provide 
virtualised desktop and compute infrastructure.

The UQ Lab Status Monitor (UQLSM) provides realtimecomputer availability data and floorplans for 
students, enabling them to find a free lab computer more quickly and efficiently. We have received dozens 
of requests for the system by other universities and schools in Australia and in the USA.

Pervade and Hypervadeare Linux based baremetal image deployment systems utilising bittorrent for 
scalability and in the case of Hypervade, KVM for virtualisation (allowing a second virtual copy of the 
physical lab machine to be made available through an RDP proxy for laptop and tablet users). This enables 
rapid deployment of our 150GB+ software image across 750+ PCs, and provides full access to the software 
for BYOD users without additional hardware costs.

Speaker Bio:
Jon Kloske is a software engineer and the Systems Programming Manager at The University of 
vǳŜŜƴǎƭŀƴŘΩǎ CŀŎǳƭǘȅ ƻŦEngineering, Architecture and Information Technology. Jon has over 10 years 
experience working with and managing IT and software projects on diverse platforms in the higher 
education sector.



Introduction

In this presentation LΩƳ ƎƻƛƴƎ ǘƻ ǘŀƪŜ ȅƻǳ ǘƘǊƻǳƎƘ ǎƻƳŜ ƻŦ ǘƘŜ ǎȅǎǘŜƳǎL ŀƴŘ ƻǘƘŜǊǎ ŀǘ ¦vΩǎ CŀŎǳƭǘȅ ƻŦ 9!L¢ 
have been working on over the last 10 years or so. We have a focus on investing in development of systems 
ǘƻ ǎǳǇǇƻǊǘ ƻǳǊǎŜƭǾŜǎ ŀƴŘ ƻǳǊ ǳǎŜǊǎΣ ōŜŎŀǳǎŜ ǿŜΩǾŜ ŦƻǳƴŘ ǘƘŀǘ ǘƘƛǎ ǎƛƎƴƛŦƛŎŀƴǘƭȅ ǊŜŘǳŎŜǎ ƻǳǊ ǎǳǇǇƻǊǘ ƭƻŀŘΣ 
ŀƴŘ ŎǊŜŀǘŜǎ ŀ άǾƛǊǘǳƻǳǎ ŎȅŎƭŜέ ƻŦ ŦǳǊǘƘŜǊ ƛƴǾŜǎǘƳŜƴǘΣ ŎƻƳǇŀǊŜŘ ǘƻ ǘƘŜ ƻǘƘŜǊ ŀǇǇǊƻŀŎƘ ǿƘƛŎƘ ƛǎ ŀ ǇǳǊŜ 
support model where technical debt leads to much higher support costs.

{ƻƳŜ ƻŦ ǘƘŜ ŎƻǊŜ ǘƘƛƴƎǎ ǿŜΩǾŜ ƭŜŀǊƴŜŘ ŦǊƻƳ ƻǳǊ ŀǇǇǊƻŀŎƘ ǘƘŀǘ LΩƳ ƘƻǇƛƴƎ ǘƻ ŎƻƴǾƛƴŎŜ ȅƻǳ ƻŦ ǘƻŘŀȅ ŀǊŜΥ

Å Data is the most important part of any system.
LǘΩǎ ƳƻǊŜ ƛƳǇƻǊǘŀƴǘ ǘƘŀƴ ǘƘŜ ŎƘƻƛŎŜ ƻŦ ǎƻŦǘǿŀǊŜ ȅƻǳ ǳǎŜ ǘƻ ǿƻǊƪ ǿƛǘƘ ƛǘΣ ŀƴŘ ŦƭŜȄƛōƭŜ Ŝŀǎȅ ŀŎŎŜǎǎ ǘƻ ǘƘŜ 
data should be a fixed requirement. Finding yourself locked into a vendor severely limits your options, 
and your data will usually be locked away, unable to benefit you in unexpected ways down the track.

Å Sensible innovation can be easier and less costly than you might imagine.
It can be very scary trying to create something yourself, and the temptation is always there to look for a 
ǘǳǊƴƪŜȅ ǇǊƻŘǳŎǘΦ hǳǊ ŜȄǇŜǊƛŜƴŎŜ Ƙŀǎ ƭŀǊƎŜƭȅ ōŜŜƴ ǘƘŀǘ ƛŦ ǿŜΩǊŜ ƴƻǘ ŎƻƳǇƭŜǘŜƭȅ ƘŀǇǇȅ ǿƛǘƘ ŀ ǇǊƻŘǳŎǘ ŀƴŘ 
ƛǘΩǎ ƴƻǘ ŘŜǎƛƎƴŜŘ ǘƻ ōŜ ŎǳǎǘƻƳƛȊŀōƭŜ ƻǊ ŜȄǘŜƴŘŀōƭŜΣ ǘƘŜƴ ƛǘΩǎ ōŜǘǘŜǊ ǘƻ ƭƻƻƪ ŜƭǎŜǿƘŜǊŜ ƻǊ Ǌƻƭƭ ƻǳǊ ƻǿƴΦ 
Conversely, our experience with our own systems has been largely positive, and others share our view 
as several of them are in use outside our immediate area now.

Å Seeing beyond technology assumptions expands the options you have available to you.
This is hard to explain but ultimately what I mean here is that if you look at what something actually 
ŘƻŜǎ ǊŀǘƘŜǊ ǘƘŀƴ ǿƘŀǘ ƛǘΩǎ ǘǊŀŘƛǘƛƻƴŀƭƭȅ ōŜŜƴ ǳǎŜŘ ŦƻǊΣ ȅƻǳ ǿƛƭƭ ŦƛƴŘ ƭƻǘǎ ƳƻǊŜ ƻǇǘƛƻƴǎ ŦƻǊ ǳǎƛƴƎ ǿƘŜƴ ȅƻǳ 
ƴŜŜŘ ǘƻ ƎƭǳŜ ǘƘƛƴƎǎ ǘƻƎŜǘƘŜǊΣ ƻǊ άƛƴƴƻǾŀǘŜ ŀǊƻǳƴŘ ǘƘŜ ŜŘƎŜǎέ όōŜŎŀǳǎŜ LΩƳ ƻōǾƛƻǳǎƭȅ ƴƻǘ ŀŘǾƻŎŀǘƛƴƎ 
starting from scratch on everything every single time!)

{ƻ ǘƘŜ ŦƛǊǎǘ ǎȅǎǘŜƳ LΩƭƭ ǘŀƭƪ ŀōƻǳǘ L ǘƘƛƴƪ ƘƛƎƘƭƛƎƘǘǎ ǘƘƛǎ ŀǇǇǊƻŀŎƘ ƛƴ ŀ ŦŀƛǊƭȅ ŀŎŎŜǎǎƛōƭŜ ǿŀȅΦ
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Pervade

We have a number of challenges on our coursework network when it comes to deploying orrepairing 
operating system and software environments. For a start, we have over a hundred gigabytes of software 
we have to support on a network with around 750 individual machines, and many of our courses require 
that our users be given administrative access (we teach IT ςthey need to be able to break stuff to learn!)

hǳǊ ŜȄƛǎǘƛƴƎ ǇǊƻŘǳŎǘ άRemboέ όǘƘƻǳƎƘ ƛǘ ōŜŎŀƳŜ άL.a ¢ƛǾƻƭƛ tǊƻǾƛǎƛƻƴƛƴƎ aŀƴŀƎŜǊ ŦƻǊ hǇŜǊŀǘƛƴƎ {ȅǎǘŜƳ 
Deployment with Toolkit AddonέΣ ŀƴŘ ǿŀǎ ǘƘŜƴ ŘƛǎŎƻƴǘƛƴǳŜŘ ŀǎ ŀ ǇǊƻŘǳŎǘύ ǿŀǎ ǊŜŀƭƭȅ ǎǘŀǊǘƛƴƎ ǘƻ ǊŜŀŎƘ ǘƘŜ 
limit of what it coulddoΣ ŀƴŘ ǿŜ ŎƻǳƭŘƴΩǘ ŦƛƴŘ ŀƴȅǘƘƛƴƎ ǘƻ ǊŜǇƭŀŎŜ ƛǘ ǘƘŀǘ ƳŜǘ ƳƻǊŜ ǘƘŀƴ ŀ ŦŜǿ ƻŦ ƻǳǊ ŎƻǊŜ 
criteria.
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Pervade

What we needed from a deployment system was:

Å Capable of booting on baremetal
Å Easily customizable
Å Low cost (price per workstation, though development costs were considered also)
Å Can quickly transfer large amounts of data (ie: no wasted bandwidth)
Å Scaleto thousands of workstations

So we went looking for components (preferably free and open source) that we could glue together to 
achieve all these things. The solution to the first three of these criteria was pretty obvious to us.
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Linux

[ƛƴǳȄ Ŏŀƴ t·9 ōƻƻǘ ƻƴ ōŀǊŜƳŜǘŀƭΣ ƛǘΩǎ Ŧǳƭƭȅ ŎǳǎǘƻƳƛȊŀōƭŜΣ ǿŜƭƭ ǎǳǇǇƻǊǘŜŘ ŀƴŘ ƳŀƛƴǘŀƛƴŀōƭŜΣ ƛǘΩǎ ǿƛŘŜƭȅ ǳǎŜŘΣ
ŀƴŘ ƛǘΩǎ ŦǊŜŜΦ Lǘ ŀƭǎƻ ƎƛǾŜǎ ǳǎ ŀbroad range of options down the track should we needto support additional 
functionality. The process we went through to set up the Linux based deployment system was:

1. Set up a TFTP server and pointed the clients at it via DHCP. Pretty basic.

2. Create a bootloader that loads a configuration file and PXELinuxbased GUI menu system from our 
deployment server via HTTP.
Doing this meant we had full control over what configuration a particular machine was given, and 
allowed us to do one-time-boot options (ie: we could configure a machine to default to a full 
deployment, and then on the next reboot the default has been reset to simply boot to the hard drive).

3. Write the snapshot and deployment scripts.

LŦ ǿŜΩǊŜ ŘƻƛƴƎ ŀ ŘŜǇƭƻȅƳŜƴǘΥ
Å create an EXT2 cache partition at the end of the drive for us to store the downloaded image
Å create the partitions at the start of the drive windows is expecting
Å ntfsclone(8) ςrestore-image
Å mount the partition and inject driver packs, and any other items we need to
Å reboot into windows initial setup process

LŦ ǿŜΩǊŜ ǎƴŀǇǎƘƻǘǘƛƴƎ ŀƴ ƛƳŀƎŜΥ
Å ntfsclone(8) the partition via gzip(1) through an ssh(1) connection to the deployment server

The next problem we had to solve was how to get the OS and software image onto the cache partition. 
Doing our best to focus on the problem rather than traditional solutions, we went looking for something 
that at its core was designed specifically for spreading data as far and as fast as possible to as many clients 
as the network will allow.

Lǘ ǘǳǊƴǎ ƻǳǘΣ ǘƘŜǊŜΩǎ ǎƻƳŜǘƘƛƴƎ ǘƘŀǘ Ƴƛƭƭƛƻƴǎ ƻŦ ŘŜŘƛŎŀǘŜŘ ǾƻƭǳƴǘŜŜǊǎ ƘŀǾŜ ōŜŜƴ ǘƘƻǊƻǳƎƘƭȅ ǘŜǎǘƛƴƎ ŀƴŘ 
helping to refine over the last fifteen years designed specifically to solve this exact problem.
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BitTorrent

BitTorrent is actually a really nice protocol for transferring large files around to multiple machines at once,
ŀƴŘ ǘƘŜǊŜΩǎ ǇƭŜƴǘȅ ƻŦ ƭƛōǊŀǊƛŜǎ ŀƴŘ ŎƭƛŜƴǘǎ ŀǾŀƛƭŀōƭŜ ŦƻǊ [ƛƴǳȄΦ DŜǘǘƛƴƎ ƛǘ ǘƻ ǿƻǊƪ ƛǎ ǇǊŜǘǘȅ ǎƛƳǇƭŜ ǘƻƻ ςall we 
need is a tracker running on the deployment server that creates torrents from the uploaded snapshots and 
ǘƘŜƴ ǎŜŜŘǎ ǘƘŜƳΦ LǘΩǎ Ŝŀǎȅ ǘƻ ŎƻƴǘǊƻƭΣ ŀƴŘ ŘƻŜǎ ŀ ǊŜŀǎƻƴŀōƭŜ Ƨƻō ƻŦ ǎǇǊŜŀŘƛƴƎ ǇƛŜŎŜǎ ŀǊƻǳƴŘ ǎƻ ǘƘŀǘ ŜǾŜƴ 
with a single seed, the swarm rapidly saturates available network capacity (typically the limit is the disks in 
the client machines, rather than the network speed). You get performance similar to a single unicast TCP 
client connected to a server, but with the scalability of multicast.

Our staff image is about 25GB and takes between 10 and 20 minutes to download and write to the primary 
partition, and our coursework image is around 125GB and takes between 40-60 minutes to download and 
ǿǊƛǘŜ ǘƻ ǘƘŜ ǇǊƛƳŀǊȅ ǇŀǊǘƛǘƛƻƴΦ ¢ƘŜ ŘƛŦŦŜǊŜƴŎŜ ƛƴ ƛƳŀƎƛƴƎ ǘƛƳŜǎ ŘƻŜǎƴΩǘ ƘŜŀǾƛƭȅ ŘŜǇŜƴŘ ƻƴ ǘƘŜ ƴǳƳōŜǊ ƻŦ 
hosts imaging, but mostly comes down to which building the imaging occurs in; and typically the buildings 
ǿƛǘƘ ǘƘŜ ƻƭŘŜǊ ǎǿƛǘŎƘŜǎ ƻǊ ƳƻǊŜ ōƛȊŀǊǊŜ ǇƘȅǎƛŎŀƭ ƴŜǘǿƻǊƪ ǘƻǇƻƭƻƎȅ ŀǊŜ ǘƘŜ ǎƭƻǿŜǎǘ όŀǎ ȅƻǳΩŘ ŜȄǇŜŎǘύΦ

²ŜΩǾŜ ŦƻǳƴŘ .ƛǘ¢ƻǊǊŜƴǘ ŀǎ ŀ Ƴŀǎǎ ƛƳŀƎŜ ŘŜǇƭƻȅƳŜƴǘ ƳŜǘƘƻŘ ǘƻ ōŜ ǾŜǊȅ ǊŜƭƛŀōƭŜ ŀƴŘ ŦƭŜȄƛōƭŜ ςfor example, 
if we had a slow link somewhere and we needed to improve the performance of imaging at the end of that 
link, it would be as simple as setting up a mirror seeding client, and configuring the remote hosts to use 
that instead.
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Process Overview

The full process for deploying a new client OS and software stack usingpervade on baremetalis as follows:

1. Client boots to PXE
2. PXE loads the menu and configfiles for the client
3. The default menu option, set via the management interface to reimage the client, is selected by default 

with a countdown timer. It would be possible at this point to select another option if desired, though 
the more advanced options (such as imaging with a different image or running other tools are 
password protected.

4. Once the reimage process is selected or the timeout autoselectsit, the full reimage process is started. 
This begins by downloading the Pervade Linux image.

5. Pervade creates the on-disk partitions ςnamely, an EXT2 cache partition is created at the end of the 
disk, and the NTFS (and other) partitions for windows are created from the remaining space at the 
front of the disk.

6. BitTorrentclients are started up and the image begins to download (and, in the case of multiple clients 
downloading the same image, upload to other clients).

7. Once the torrent has completed downloading,ƛǘΩǎ ŜȄǘǊŀŎǘŜŘ ƛƴǘƻ ǘƘŜ ǇǊƛƳŀǊȅ ǇŀǊǘƛǘƛƻƴΣ ŀƴŘ ƳƻǳƴǘŜŘΦ
8. Pervade then injects the relevant driver pack for the hardware type, sets some sysprepoptions such as 

the hostname and admin users (based on other systems we run), and optionally performs any other 
steps we need it to.

9. bƻǿ ǘƘŀǘ ǿŜ ƘŀǾŜ ǘƘŜ ƛƳŀƎŜ ŘŜǇƭƻȅŜŘΣ tŜǊǾŀŘŜ ŎƘŀƴƎŜǎ ǘƘŜ ŘŜŦŀǳƭǘ ƳŜƴǳ ƻǇǘƛƻƴ ŦƻǊ ǘƘƛǎ Ƙƻǎǘ ǘƻ άōƻƻǘ 
ǘƻ I55έΣ ŀƴŘ ǊŜōƻƻǘǎ ǘƘŜ ŎƻƳǇǳǘŜǊ

1. Client PXE boots
2. As per the last boot, the menu and configfiles are loaded, but this time the default option is to boot to 

the HDD.
3. Windows first-run is started as per the regular sysprepprocess. Pervade has configured the sysprep

configfiles to run a command early on to resize the NTFS volume to expand and fill the primary 
ǇŀǊǘƛǘƛƻƴΣ ǎƻ ǘƘŜǊŜΩǎ ƴƻ ǿŀǎǘŜŘ ǎǇŀŎŜ ŘǳŜ ǘƻ ƎŜƻƳŜǘǊȅ ƳƛǎƳŀǘŎƘŜǎ ƻƴ ǘƘŜ ōǳƛƭŘ Ƙƻǎǘ ŀƴŘ ǘƘŜ ŎƭƛŜƴǘ 
machines.

4. The regular sysprepprocess completes, and windows then does its normal startupprocesses, and is 
then ready for clients to use.
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Show and Tell

Boot Menu
¢Ƙƛǎ ƛǎ ǿƘŀǘ ǘƘŜ ōƻƻǘ ƳŜƴǳ ƭƻƻƪǎ ƭƛƪŜ όƛǘΩǎ ǎŜǘ ǘƻ ŘŜŦŀǳƭǘ ǘƻ I55 ōƻƻǘ ƛƴ ǘƘƛǎ ŎŀǎŜύΦ !ǎ ȅƻǳ Ŏŀƴ ǎŜŜ ǘƘǊƻǳƎƘ 
ǘƘŜ ƎƭŀǊŜ ƛƴ Ƴȅ ǘŜǊǊƛōƭŜ ǇƘƻǘƻ όŀǇƻƭƻƎƛŜǎύΣ ƛǘΩǎ Ŧǳƭƭȅ ƎǊŀǇƘƛŎŀƭΣ ōǊŀƴŘŜŘΣ ŀƴŘ ŦǳƴŎǘƛƻƴŀƭΦ

The EAIT ITIG menu is a password protected section that allows for more advanced options.

Torrent Download
This is the rather functional interface showing the progress of downloading of the image over bittorrent. 
²Ŝ ŎƻǳƭŘ ǇǊƻōŀōƭȅ Ǉǳǘ ŀ ƴƛŎŜǊ ŘƛǎǇƭŀȅ ƻƴ ǘƘƛǎ ǇŀƎŜΣ ōǳǘ ƛǘΩǎ ƭŜǎǎ ǳǎŜǊ ŦŀŎƛƴƎ ǘƘŀƴ ǘƘŜ ōƻƻǘ ƳŜƴǳ ŀƴŘ ǿŜ 
prefer full debug output in our environment.

Images
In terms of managementŀƴŘ ǳǎŀƎŜ ƻŦ ǘƘŜ tŜǊǾŀŘŜ ǎȅǎǘŜƳΣ ǘƘŜǊŜΩǎ ŀ ōŀǎƛŎ ǿŜōǇŀƎŜ ǿŜΩǾŜ ǎŜǘ ǳǇ ǘƘŀǘ ƭŜǘǎ 
us view or control things such as host groups, images, driver packs, and configure a host group (or part of 
ƻƴŜύ ǘƻ ǳǇŘŀǘŜ ǘƻ ŀ ƴŜǿ ƛƳŀƎŜΦ LΩƭƭ ǉǳƛŎƪƭȅ ŎƻǾŜǊ ǘǿƻ ƻŦ ǘƘŜ ǎŎǊŜŜƴǎ ŀƴŘ ǘƘŜƴ ǿǊŀǇ ǳǇ ǘƘŜ ŘƛǎŎǳǎǎƛƻƴ ƻŦ 
Pervade.

Shown here is the Images screen which shows a selection of our images, what OS they are, the size of the 
data, and the primary partition size. It also shows which hostgroupsare assigned this image currently.  This 
helps plan image rollouts and check compatibility before deploying new images.

You can click on an image name and get a more detailed readout set of information on it, and a few 
controls to do with deleting or replacing the image. Clicking a hostgroupis slightly more interesting 
ǘƘƻǳƎƘΧ

Group
Viewingthe group page gives you a bunch of controls to set the image and send commands and tasks to 
ǘƘŜ ƘƻǎǘǎΦ ¢ƘŜǊŜΩǎ ŀƭǎƻ ŀ ǎŜŎǘƛƻƴ ǿƘƛŎƘ ǎƘƻǿǎ ȅƻǳ ǘƘŜ ƛƴŦƻǊƳŀǘƛƻƴ ƻƴ ŀ Ƙƻǎǘ ōȅ Ƙƻǎǘ ōŀǎƛǎ ƻŦ ǿƘŀǘ ƛƳŀƎŜ ƛǎ 
currently installed, the state, tasks, and age of the current config.

L ǿƻƴΩǘ Ǝƻ ƛƴǘƻ ǘƻƻ ƳǳŎƘ ŘŜǘŀƛƭ ƻƴ ǘƘŜǎŜ ƛǘŜƳǎ ςǘƘŜȅΩǊŜ Ƴƻǎǘƭȅ Ƨǳǎǘ ŎƘŀƴƎƛƴƎ ŘŀǘŀōŀǎŜ ǎŜǘǘƛƴƎǎ ǿƘƛŎƘ 
determine what configsare sent to the clients when they request them from the deployment server, 
ǘƘƻǳƎƘ ǎƻƳŜ ƻŦ ǘƘŜ ŎƻƳƳŀƴŘǎ ǘƻǳŎƘ ƻƴ ǘƘŜ ǎȅǎǘŜƳ LΩƭƭ ŎƻǾŜǊ ƴŜȄǘΦ
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LabStatus Monitor

CƻǊ ŀǎ ƭƻƴƎ ŀǎ L Ŏŀƴ ǊŜƳŜƳōŜǊ ŀǘ ¦v ǘƘŜǊŜΩǎ ōŜŜƴ ŀ ŘŜǎƛǊŜ ǘƻ ǊŜŘǳŎŜ ǘƘŜ ƴǳƳōŜǊ ƻŦ ƭŀō ŦŀŎƛƭƛǘƛŜǎ ǿŜ ƘŀǾŜ ǘƻ 
Ƴŀƛƴǘŀƛƴ ŀƴŘ ǎǇŜƴŘ ƳƻƴŜȅ ƻƴΦ LǘΩǎ ŀ ǇǊŜǘǘȅ ŎƻƳƳƻƴ ǎƛǘǳŀǘƛƻƴςeveryone wants to reduce expenditure, 
and laptops, tablets, and remote users seem like a great way to do that.

Of course, we also face resistance from course staff who want to provide lots of software and facilities for 
ǘƘŜƛǊ ǎǘǳŘŜƴǘǎΣ ŀƴŘ ǎǘǳŘŜƴǘǎ ǘƘŜƳǎŜƭǾŜǎ ǿƘƻ ƻŦǘŜƴ ŎƻƳǇƭŀƛƴ ǘƘŜȅ ŀǊŜƴΩǘ ƎƛǾŜƴ ŜƴƻǳƎƘ ŦŀŎƛƭƛǘƛŜǎ ǘƻ ǎǳǇǇƻǊǘ 
their studies.

Our general feeling was there was plenty of availability outside of a few key hours of the day during a few 
ƪŜȅ ǿŜŜƪǎ όƎŜƴŜǊŀƭƭȅ ŜƴŘ ƻŦ ǎŜƳŜǎǘŜǊύΣ ōǳǘ ƛǘΩǎ ƘŀǊŘ ǘƻ ŀǊƎǳŜ ŦǊƻƳ ƻǇƛƴƛƻƴΣ ŀƴŘ ǎƻ ǿŜ ǿƻƴŘŜǊŜŘ ƛŦ ǘƘŜǊŜ 
ǿŀǎ ŀƴȅ ǿŀȅ ǿŜ ŎƻǳƭŘ ƎŀǘƘŜǊ ƛƴŦƻǊƳŀǘƛƻƴ ƻƴ ŀŎǘǳŀƭ ŎƻƳǇǳǘŜǊ ǳǎŀƎŜΦ ²ŜΩŘ ǇƭŀȅŜŘ ŀǊƻǳƴŘ ǿƛǘƘ ǿƛƴŘƻǿǎ 
ǎŜŎǳǊƛǘȅ ƭƻƎǎΣ ŀƴŘ ǎŀƳōŀ ǎƘŀǊŜ ƳŀǇǇƛƴƎ ƭƻƎǎΣ ōǳǘ ƛǘ ǿŀǎƴΩǘ ǊŜŀƭƭȅ ŀŎŎǳǊŀǘŜ ŜƴƻǳƎƘ ŦƻǊ ǳǎΦ

So back in 2005, while I was waiting for my computer to rebuild after yet another hard drive crash, I started 
poking around in VisualStudio to see if there was any way to monitor and report who was logged in. By the 
time my computer had come back up, I had a passable working service written in C# that could report 
reasonably accurate usage statistics to a webserver, and a basic script and database on that webserver to 
record the information.

Over the next few months of semester, we realised the data was so useful we put a really basic bar graph 
showing availability in our labs onto an LCD monitor we screwed onto the wall near the foyer of our main 
lab building. Two things became clear out of doing that:

1. Trivially, marketing and admin wanted to use the screen for display notices as well, since everyone now 
ƭƻƻƪŜŘ ŀǘ ƛǘ ŀƭƭ ǘƘŜ ǘƛƳŜΣ ŀƴŘ ǎƻ ƻǳǊ όƛƴ ǊŜǘǊƻǎǇŜŎǘ ǳƴŦƻǊǘǳƴŀǘŜƭȅ ƴŀƳŜŘύ άPPDisplayέ ǎȅǎǘŜƳ ǿŀǎ ōƻǊƴΣ 
allowing users to upload power point slides, images, videos, webpage urls, etc, and

2. We needed to beef up the capabilities of our data gathering statusmonitorclientand the associated 
availability display systems ςit needed to report more information more accurately, use less resources,
and be even more useful to the students. We had very positive feedback that it was improving their 
ability to find a computer, but it needed to be available in more places and show more detail.
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statusmonitor.exe

To start with, I rewrote the .NET client, which used quite a bit of memory (back then in 2005, the 64MB of 
.NET assemblies in ram was about 20% of the total memory available) and made access to the Terminal 
{ŜǊǾƛŎŜǎ !tL ƳƻǊŜ ŎƘŀƭƭŜƴƎƛƴƎΣ ƛƴ / όǿŜƭƭΣ ǘŜŎƘƴƛŎŀƭƭȅ /ҌҌύΦ LǘΩǎ ŀ ǎƳŀƭƭ нa. ōƛƴŀǊȅ ǘƘŀǘ ƭƻŀŘǎ ŎƻƴŦƛƎǳǊŀǘƛƻƴ 
from a configfile, logs to a logfile, and reports back instantly when states change by hooking 
logon/logout/lock/shutdown etcevents, and sending status updates back to the server via WinHTTP.

hǾŜǊ ǘƘŜ ȅŜŀǊǎ ƛǘΩǎ ǎǳǇǇƻǊǘŜŘ ǾŀǊƛƻǳǎ ŎƘŀƴƎŜǎ ƛƴ ǘƘŜ ǿƛƴŘƻǿǎ !tLǎ όŎƻƴǎƻƭŜ ǎŜǎǎƛƻƴǎ ƳƻǾƛƴƎ ŦǊƻƳ ǎŜǎǎƛƻƴ лΣ 
1, 2, and then floating entirely in Windows 10) and methods (the early versions of clients even supported 
Windows versions prior to the introduction of the Terminal Services API by falling back to checking process 
ƭƛǎǘǎύΣ ōǳǘ ƳƻǊŜ ǊŜŎŜƴǘ ǾŜǊǎƛƻƴǎ LΩǾŜ ǊŜƳƻǾŜŘ ǎƻƳŜ ƻŦ ǘƘŜ ƻƭŘŜǊ ŎƻŘŜ όǎǘǊǳŎǘǳǊŀƭ ŎƘŀƴƎŜǎ ƳŜŀƴ L ƘŀǾŜ ǘƻ 
ƪŜŜǇ ǊŜǘŜǎǘƛƴƎ ŀƭƭ ǾŜǊǎƛƻƴǎΣ ŀƴŘ ƛǘΩǎ ƎŜǘǘƛƴƎ ƘŀǊŘŜǊ ŀƴŘ ƭŜǎǎ ǳǎŜŦǳƭ ǘƻ ǘŜǎǘ ƻƭŘ ǿƛƴŘƻǿǎ ǾŜǊǎƛƻƴǎ ŀƎŀƛƴǎǘ 
changes).

The service installs itself by running it with --install and to remove it by usingthe --remove switch. When 
Ǌǳƴ ŀǎ ŀ ǎŜǊǾƛŎŜ ƛǘ ǊŜŘƛǊŜŎǘǎ ƻǳǘǇǳǘ ǘƻ ŀ ƭƻƎ ŦƛƭŜΣ ŀƴŘ ŀǎ ȅƻǳ Ŏŀƴ ǎŜŜ ŦǊƻƳ ǘƘŜ ǎŎǊŜŜƴǎƘƻǘ ƘŜǊŜ ǿƘŜǊŜ LΩǾŜ Ǌǳƴ 
a test on the command line, it can be configured to give detailed debug information and perform config
and reportingsystem tests.
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Information

Overthe years, more and more information has been gathered as it was useful to know, and our full 
ŎƻƴǘǊƻƭ ƻŦ ǘƘŜ ŎƭƛŜƴǘ ƳŜŀƴǎ ƛǘΩǎ ǾŜǊȅ Ŝŀǎȅ ǘƻ ŜȄǘŜƴŘ ǘƘŜ ŎƻŘŜ ǘƻ ŀŘŘ ǘƘŜ ƴŜǿ ƛƴŦƻǊƳŀǘƛƻƴ ŎƘŜŎƪǎΦ {ƻƳŜ ƻŦ 
ǘƘŜ ƛƴŦƻǊƳŀǘƛƻƴ ǿŜΩǊŜ ŎƻƭƭŜŎǘƛƴƎ ƛƴŎƭǳŘŜǎΥ

Å Status (Available, Occupied, Locked, etc)
Å User logged in (if any)
Å System uptime
ÅOS version
Å Domain
ÅOS/software image name and version

We areactually looking at using it to collect information about usage-hours of software ςie, to determine 
whether something that was requested by course staff was actually being used, and if so, how much and 
where. This might make it easier for us to build smaller, faster images and just post deploy something via 
{//a ƻǊ ŀƴƻǘƘŜǊ ǘŜŎƘƴƻƭƻƎȅ ƛŦ ƛǘΩǎ ƭŀǊƎŜΣ ǊŀǊŜƭȅ ǳǎŜŘΣ ŀƴŘ ƎŜƴŜǊŀƭƭȅ ǳǎŜŘ ƛƴ ǘƘŜ ǎŀƳŜ ǇƭŀŎŜΦ

Of course, gathering all this information is good and all, but wealso need a full system surrounding it to 
ŘƛǎǇƭŀȅ ƛǘΣ ƳŀƴŀƎŜ ƛǘΣ ŀƴŘ ǿƘƛƭŜ ǿŜΩǊŜ ŀǘ ƛǘΣ ōŜƛƴƎ ŀōƭŜ ǘƻ ŎƻƴǘǊƻƭ ǘƘŜ ŎƭƛŜƴǘǎ ǊŜƳƻǘŜƭȅ ƻǊ ƳŜǎǎŀƎŜ ǳǎŜǊǎ 
would be nice too (eg, to save us having to physically visit a lab and log out a user who has clearly forgotten 
to log out).
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Management

{ƻ ǘƘƛǎ ƛǎ ǘƘŜ ǾŜǊȅ ōƻǊƛƴƎ ŦǊƻƴǘ ǇŀƎŜ ŦƻǊ ǘƘŜ [ŀō {ǘŀǘǳǎ aƻƴƛǘƻǊ ǿŜō ƛƴǘŜǊŦŀŎŜΦ LΩƭƭ ōǊƛŜŦƭȅ ŜȄǇƭŀƛƴ ǘƘŜ ŦƛǾŜ 
options here and then take you through a tour of them.

Live
This is the live UQLSM management interface. This is by far the most useful for lab managers. It gives you a 
ƭƛǾŜ ǾƛŜǿ ƻŦ ǘƘŜ ǎǘŀǘǳǎ ƻŦ ǘƘŜ ƴŜǘǿƻǊƪ ŀǎ ŀ ǇǎŜǳŘƻ ōŀǊ ŎƘŀǊǘ ǿƛǘƘ ǾŀǊƛƻǳǎ ŎƻƴǘǊƻƭǎ ƻǾŜǊ Ƙƻǿ ƛǘΩǎ ŘƛǎǇƭŀȅŜŘΣ 
and allows you to right click on an individual host to get full information and perform control actions which 
LΩƭƭ Ǝƻ ƻǾŜǊ ǎƻƻƴΦ

Availability
This is the section of the system useful for students. We host this part on our student-accessible IT help site 
and display the floorplan components of it regularly on our fleet of display systems that are located near 
labs.

Graphs
¢Ƙƛǎ ƛǎ ǘƘŜ ǇŀǊǘ ǘƘŀǘΩǎ ǳǎŜŦǳƭ ŦƻǊ ŎŀǇŀŎƛǘȅ ǇƭŀƴƴƛƴƎΦ ¸ƻǳ Ŏŀƴ ǎƘƻǿ Ŧǳƭƭ ǳǎŀƎŜ ƎǊŀǇƘǎ ōŜǘǿŜŜƴ ŀǊōƛǘǊŀǊȅ ŘŀǘŜǎΣ 
ŀǎ ǿŜƭƭ ŀǎ ƻǇǘƛƻƴŀƭƭȅ ƻǾŜǊƭŀȅƛƴƎ άōǳǎƛƴŜǎǎ ƘƻǳǊǎέ ŀƴŘ ǊƻƻƳ ōƻƻƪƛƴƎǎΦ ¦ǎƛƴƎ ǘƘƛǎ ǿŜΩǾŜ ōŜŜƴ ŀōƭŜ ǘƻ ƛŘŜƴǘƛŦȅ 
labs that were surplus to requirement and reduce our expenses.

Search
This allows you to search host or user history. Typically this is used during investigations into facilities or 
academic misconduct.

Manage
This allows you to define labs (groupings of computers), assign hosts to labs, clear out unnecessary status 
ŜƴǘǊƛŜǎΣ ŘŜŦƛƴŜ ŦƭƻƻǊǇƭŀƴ ƳŀǇǇƛƴƎǎΣ ŜǘŎΦ LǘΩǎ ǊŜŀƭƭȅ Ƨǳǎǘ ŀ ǿǊŀǇǇŜǊ ŀǊƻǳƴŘ ǎƻƳŜ ƻŦ ǘƘŜ configand live status 
tables in the database.
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Live

As you can see here, this is a really information-dense screen. It shows the total status of our ~750 
computers grouped by lab and building, with hover text and context menus for full information and control, 
displayed as a pseudo bar chart. Note, the colour codes are the same as used elsewhere in the system, but 
ǘƻ ǎŀǾŜ ǎǇŀŎŜ ǘƘŜȅ ŀǊŜƴΩǘ ǎƘƻǿƴ ŎǳǊǊŜƴǘƭȅ ƻƴ ǘƘƛǎ ǾƛŜǿΦ

Right clicking on a host brings up set of contextual options, depending on the state of the host. Quickly 
going over these options:

1. ¸ƻǳ Ŏŀƴ ǎŜƴŘ ŀ ²h[ ǇŀŎƪŜǘ ǘƻ ŀ Ƙƻǎǘ ǘƻ ǘǊȅ ŀƴŘ ǿŀƪŜ ƛǘ ǳǇ ƛŦ ƛǘΩǎ ƻŦŦ ƻǊ ǳƴƪƴƻǿƴ
2. ¸ƻǳ Ŏŀƴ w5t ǘƻ ŀ Ƙƻǎǘ ǘƘŀǘΩǎ ŎǳǊǊŜƴǘƭȅ ǳǇ όǘƘŜ w5t ŦƛƭŜ Ŏŀƴ ōŜ ƻǇǘƛƻƴŀƭƭȅ ǎƛƎƴŜŘ ŦƻǊ ƛƴǎǘŀƴǘ ŎƻƴƴŜŎǘƛƻƴǎύ
3. ¸ƻǳ Ŏŀƴ ǎŜƴŘ ŀ ǎƘƻǊǘ ƳŜǎǎŀƎŜ ǘƻ ŀ ǳǎŜǊ ǘƘŀǘΩǎ ƭƻƎƎŜŘ ƛƴ
4. You can lock the screen for a logged in user
5. You can logoff a logged in user.
6. ¸ƻǳ Ŏŀƴ ǎƘǳǘŘƻǿƴ ƻǊ ǊŜōƻƻǘ ŀ Ƙƻǎǘ ǘƘŀǘΩǎ ǳǇΣ ǿƛǘƘ ŀ ǾŀǊƛŜǘȅ ƻŦ ŘŜƭŀȅǎ
7. You can cancel a requested timed action

¸ƻǳΩǊŜ ŀƭǎƻ ŀōƭŜ ǘƻ ǊƛƎƘǘ ŎƭƛŎƪ ƻƴ ŀ ƭŀōΣ ōǳƛƭŘƛƴƎΣ ƻǊ ǘƘŜ ŜƴǘƛǊŜ ƴŜǘǿƻǊƪΣ ŀƴŘ ǎƛƳƛƭŀǊƭȅΣ ȅƻǳΩƭƭ ōŜ ŀōƭŜ ǘƻ ǎŜƴŘ 
those commands to all the hosts in one hit. Yes, you can immediately log off everyone on the network with 
two clicks. Well, three now, since we added some confirmation dialogs :D

In the background, these commands are executed via a service running on one of our coursework lab 
ƴŜǘǿƻǊƪ ǎŜǊǾŜǊǎΦ ¢ƘŜǊŜΩǎ ŀƴƻǘƘŜǊ ǎŜǊǾƛŎŜ ǿŜΩǾŜ ǿǊƛǘǘŜƴ ǘƘŜǊŜ ǘƘŀǘ ƭƛǎǘŜƴǎ ŦƻǊ ǘƘŜǎŜ ŎƻƳƳŀƴŘǎ ŀƴŘ 
executes them (currently via psexec.exeǊǳƴƴƛƴƎ ŀǎ ŀ ǎǳƛǘŀōƭȅ ǇǊƛǾƛƭŜƎŜŘ ǳǎŜǊΣ ƘƻǿŜǾŜǊ ŀǘ ǎƻƳŜ ǎǘŀƎŜ LΩŘ 
like to update the statusmonitorclient again to make a persistent TCP connection and allow commands to 
ōŜ ǎŜƴǘ Ǿƛŀ ǘƘŜ ōŀŎƪ ŎƘŀƴƴŜƭύΣ ōǳǘ ǘƻ ǎŀǾŜ ǘƛƳŜ L ǿƻƴΩǘ ōƻǘƘŜǊ ƎƻƛƴƎ ƛƴǘƻ ǘƻƻ ƳǳŎƘ ŘŜǘŀƛƭ ƘŜǊŜΦ LǘΩǎ ǿǊƛǘǘŜƴ 
fairly similarly to the statusmonitorclient itself, but it contains some options for IP locking, strong sanity 
ŎƘŜŎƪƛƴƎΣ ŀƴŘ ƻǘƘŜǊ ǎǘǳŦŦ ǘƻ ǘǊȅ ŀƴŘ ǇǊŜǾŜƴǘ ŀōǳǎŜΦ LǘΩǎ ŀƭǎƻ ƻōǾƛƻǳǎƭȅ ƘŜŀǾƛƭȅ ŦƛǊŜǿŀƭƭŜŘ ƻŦŦ ŦǊƻƳ ǘƘŜ 
students and other systems.


